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"FIMI demonstrates a growth of 30–50% in 
hostile operations, with artificial
amplification networks, AI-generated
content, and increasingly autonomous
platforms, making disinformation faster, 
more coordinated, and more 
sophisticated."

A Systemic Threat



From Cybersecurity to Cognitive Security



Agenda

• Why It Matters – The impact of disinformation on society

• Countering Disinformation @ UNISA – SIEM-like Platform

• Research Activities: benchmarking, fact-checking, generated
content detection, credibility scoring, countering radicalization

• Concluding Remarks – What have we done? What’s next?

• References – Key sources and suggested readings



UNISA is at the 
center of an 
important
investment in the 
National Recovery 
and Resilience Plan

SERICS - Security and Rights in the 
Cyberspace

UNISA

UNIMI
POLITO

UNIVE

UNICAL

UNICA

CNR

UNIGE

UNIROMA1

Spoke 10. Data Governance
and Protection
Pierangela SA M A RATI

Spoke 9. Securing

Digital Transformation
Leonardo Q U ERZO N I

{
Spoke 8. Risk M anagement and
Governance
M ichele CO LA JA N N I{

Spoke 7. 

Infrastructure
Security 
Stefano D I CARLO

{

Spoke 6. Software and Platform

Security
Riccardo FO CA RD I

UNIBO

{

Spoke 5. Cryptography and

Distributed Systems Security
Francesco BU CCA FU RRI{

Spoke 4. Operating Systems
and Virtualization Security
A lessandro A RM A N D O

{
Spoke 3. Attacks and 

Defenses
G iorgio G IACIN TO

{

Spoke 2. M isinformation and 
Fakes
Vincenzo LO IA{

Spoke 1. Human, Social, and
Legal Aspects
Fabio M A RTIN ELLI{

{

Deloitte
ENI
FINCANTIERI
Leonardo S.p.A.
Intesa Sanpaolo S.p.A. 
Telsy S.p.A.   

Grandi Imprese

Affiliati agli Spoke

CINI
CNIT
FBK

FUB

IMT
SSSA

Totale: 116 M€
Sud: 48M€

RTD: #126

Budget



INFORMATION DISORDER AWARENESS



News Sources

Web

Social Media

On-Demand Monitoring

o Events
o Account 
o Organizations
o Keywords/Seeds
o Claim/Facts

C
o

n
tin

u
o

us
N

ar
ra

tiv
e 

Id
e

n
tif

ic
a

tio
n

&
 M

on
ito

rin
g

C
ra

w
lin

g

A
rt

ifa
ct

A
na

ly
si

s 
an

d 
C

o
n

te
xt

u
al

iz
a

tio
n

M
ul

tid
im

en
si

on
al

A
rt

ifa
ct

C
la

ss
ifi

ca
tio

n

Collected Observables:
• User Accounts
• Web Pages
• Comments and Posts
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Periodic Risk Reports

Accounts and 
Communities

A Systematic Response



On-Demand Monitoring & Configuration



Monitoring Results Summary

Timeline

Alerts

Summary

5

87%



Impact Analysis



Attribution



Credibility Score of News Outlets



Narratives / Events



Narrative Analysis Example



Narrative Analysis Example



Coordinated Behaviours Analysis



Monitoraggio
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• Toxic Language Detection

• Hate Speech Detection

• Sentiment Analysis

• Propaganda Detection

Information Disorder Models Benchmarking
DOCUMENT CORPUS ML CLASSIFIERS HIGH ACCURACY

DOCUMENT CORPUS ATTACKED ML CLASSIFIERS LOW ACCURACY

XAI FRAMEWORKS

ADVERSARIAL ATTACKS
WORDS TO ATTACK



88 % 75% 66% 62% 60% 57%

ACCURACY DECREASING USING LIME AND SUB-C TECHNIQUE

0 1 2 3 4 5

Information Disorder Models Benchmarking

Are You Kidding Me, Ted Cruz? Don't Blame The 
Police Office Who Admitted Killing Botham Jean?    
FOX 26 asked Cruz to respond to his Democratic 

midterm rival, Beto O’Rourke, who called for 
officer Guyger to be fired.

PROPAGANDA

Are You Kidding Me, Ted Cruz? Don't Blame The 
Police Office Who Admitted Killimg Botham Jean?    
FOX 26 asked Cruz to respond to his Democr@tic 

midtern r1val, Beto O’Rourke, who called for 
0fficer Guyger to be fired.

NO PROPAGANDA
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Fact-Checking / Claim Verification
Overall Workflow



• Dataset Used:

• FEVER Dataset: A widely used dataset for claim verification, with claims labeled as SUPPORTS, 
REFUTES, or NOT ENOUGH INFO.

• Evaluation Focus: This study focused on binary classification (SUPPORTS vs. REFUTES) using a 
subset of the FEVER Development dataset with 13,332 claims.

• Baseline Comparisons:

• PPL Method: Uses conditional perplexity scores to classify claims, leveraging pre-trained language
models.

• Fine-Tuned Models: Includes models like BERT-Bft and XLNETft, which are fine-tuned for binary
classification tasks.

Fact-Checking / Claim Verification
Experimental Results



Experimental Results



Limits

• Scalability and Modality Coverage
• The approach mainly targets textual evidence and does not scale to multimodal content

(images, videos, social signals).

• Lack of Temporal Awareness
• Evidence retrieval ignores timing, affecting reliability in fast-evolving scenarios.

• Relation Extraction Issues
• Missing or ambiguous relations lead to claim exclusion (~17% of data).

• Closed LLM Dependency
• Reliance on proprietary LLMs increases cost and reduces control.



Scalability and Modality Coverage



Preliminary Experimental Results

• RQ3: What is the relationship between
the number of agents and system
performance?• RQ2: Does a multi-

agent system
outperform a single
LLM and other
baselines in claim
verification?

• RQ1: How do individual agents’ contributions affect the final outcome?
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AI-Generated Text Detection: CLAID

• CLAID - Contrastive Learning for AI Detection

• The key idea of our work is to rethink AI-generated text detection
not as a standard classification problem, but as a similarity
problem.

• Siamese neural network trained with contrastive learning

• The model is trained so that:
o AI–AI pairs are close in the embedding space
o Human–AI pairs are far apart



AI-Generated Text Detection

Phase 1: 
Prompt 
Inversion



AI-Generated Text Detection

Phase 2: Distance Evaluation



Di Gisi, M., Fenza, G., Gallo, M., & Loia, V. (2025). Contrastive siamese network for detecting AI-
generated text across domains and models. Neurocomputing, 131983. 

AI-Generated Text Detection



AI-Generated Text Detection
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Credibility Scoring of News Outlets
• TEXT SCORE 20%

o Readability Score: The Flesch Reading Ease test evaluates the readability of the text.

o Grammar Score: The grammatical structure of all web page content is computed by analyzing sentence

structures.

o Typo Score: Similarity is computed between the input text and its corrected version generated by TextBlob.

• AMOUNT OF BANNERS 10%

o A multimodal LLaVA model (liuhaotian/llava-v1.5-7b) was used.

• TRAFFIC SCORE 10%

o Open PageRank API.

• CONTENT ANALYSIS THROUGH AI 60%

o Clickbait Headline Detection – christinacdl/XLM-RoBERTa-Clickbait-Detection-new – Accuracy 98%

o Propaganda Detection – cstnz/PropagandaDetection – Accuracy 90%

o Political Bias Detection – bucketre-search/politicalBiasBERT – Accuracy 72%

o Fake News Evaluation – amzab/roberta-fake-news-classification – Accuracy 99%

• AUTHOR SCORE: not available yet



FakeNewsCorpus dataset
81 domains
50 web pages for each domain
5 weeks for each domain, on 

average

MSCS has the following interpretation:
• 0 < MSCS < 39, the source is considered less 

credible, so it is necessary to proceed with 

extreme caution;

• 40 < MSCS < 59, the source is considered less 

credible, so it is necessary to proceed with 

caution;

• 60 < MSCS < 74, the source is credible, but with 

some exceptions;

• 75 < MSCS < 99, the source is generally reliable;

• MSCS = 100, the source is highly reliable.

Spearman
correlation: 81%

Pearson 
correlation: 84%.

Experimentation Results – Newsguard
Correlation
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Countering Online Radicalization
Detecting & Reducing
Online Radicalization

Role of Influential Actors in 
Opinion Dynamics

Key takeaway: Influencers shape 
polarization not only through network 
position, but through adaptive rhetoric 
aligned with audience behavior.

Key takeaway: Radicalization can be 
measured, forecasted, and actively 
reduced through behavior-aware indicators 
and adaptive recommender interventions.

Berjawi, Omran, et al. "Mitigating radicalization in recommender 
systems by rewiring graph with deep reinforcement learning." Online 
Social Networks and Media 48 (2025): 100325.

Analyzing the Persuasive Strategies of Influencers and News Media on Social Media. 
Omran Berjawi, Rida Khatoun and Giuseppe Fenza. To appear in the International 
Conference on Computer Systems and Applications (AICCSA 2025).
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From Debunking to Prebunking

• Debunking

• Debunking is a reactive strategy that aims to correct misinformation after it

has already spread, by identifying false or misleading claims and replacing

them with verified, accurate information.

• Prebunking

• Prebunking is a preventive strategy that aims to inoculate people against

misinformation before they are exposed to it, by warning them about common 

manipulation techniques and misleading narratives.



Exploit Prediction Scoring System
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Prompt Iterative Refinement



Vulnerability Assessment

Highly Weak

i = 1

Weak Barely Strong Strong

1 < i ≤ ⌊t/2⌋ ⌊t/2⌋ < i ≤ t i > t



From LLM Agents to Social Media Digital Twins

1. What We Did (Recent Work: LLM Agents)

• Studied opinion dynamics in networks of LLM-driven agents.

• Showed bias amplification:

• Even a small fraction of biased agents shifts collective opinion.

• Leads to extremity convergence, not balanced consensus.

• Highlighted risks of deploying LLM agents in social simulations and decision-making.

2. What We Will Do (Future Research Agenda)

• Develop Social Media Digital Twins: Virtual replicas of real online platforms

• Key components:

• Graph-based social networks

• LLM-driven user agents

• Platform-level behavioral and recommendation rules

• Enable: Safe testing of interventions (e.g., recommender rewiring, influencer moderation)

• Bridge computational social science, AI safety, and platform governance

Goal: Understand how human-driven influence shapes collective opinion beyond algorithms.

Key takeaway: A unified experimental framework to study radicalization, influence, and AI-
mediated opinion dynamics before real-world deployment.



Conclusions
• Shifting our focus to the prebunking area

• Focus on Technology Transfer:

o Filing Patents

o Starting Pilots with National Institutions

• Project Open Repositories

o Source Code (GitHub):
https://github.com/Information-Disorder-Awareness

o Models & Resources (Hugging Face):
https://huggingface.co/IDA-SERICS

• References: 
o https://scholar.google.com/citations?hl=it&user=0C3IjEIAAAAJ&view_op=list_works&sortby=pubdate

https://github.com/Information-Disorder-Awareness
https://github.com/Information-Disorder-Awareness
https://github.com/Information-Disorder-Awareness
https://github.com/Information-Disorder-Awareness
https://github.com/Information-Disorder-Awareness
https://huggingface.co/IDA-SERICS
https://huggingface.co/IDA-SERICS
https://huggingface.co/IDA-SERICS
https://scholar.google.com/citations?hl=it&user=0C3IjEIAAAAJ&view_op=list_works&sortby=pubdate
https://scholar.google.com/citations?hl=it&user=0C3IjEIAAAAJ&view_op=list_works&sortby=pubdate


Merci!
Grazie!
Thank you!
Gracias!
Danke!
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